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ABSTRACT

Determining the emotional tone of textual input is a vital task in NLP and is
frequently employed in applications like opinion mining and customer feedback
analysis. BERT, a potent pre-trained transformer-based language model
renowned for its profound contextual knowledge of text, is used in this
dissertation to offer an improved sentiment analysis approach. The study is
conducted on the Amazon Fine Food Reviews dataset and introduces two
innovations to improve BERT’s performance: TF _IDF-based term weighting and
guided Gaussian noise injection. TF-IDF emphasizes significant terms in each
review, while the guided Gaussian noise—proportional to these weights—Iis
added to the BERT input embeddings during fine-tuning. By concentrating on
relevant terms and avoiding overfitting, this hybrid strategy improves the model's
capacity for generalization. The suggested model obtained an accuracy 0f86.59%
f 82.30% on validation, and demonstrated stable
on losses of 0.3122 and 0.3607, respectively.
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By blending statistical insights with deep learning precision, this research

contributes a robust and scalable method for sentiment analysis, offering practical

benefits in real-world applications such as automated review summarization,

product ranking, and user satisfaction analytics.
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